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INTRODUCTION & PURPOSE

• Breast cancer is the second most perilous type of cancer 
after lung cancer. 

• Early diagnosis is conducive to ameliorate the breast 
cancer outcomes and survivability. 

• A major challenge faced by the doctors and practitioners 
worldwide is the identification and diagnosis of the 
cancerous cells. 



INTRODUCTION & PURPOSE (contd.)

•  The implementation of artificial intelligence has made the prognosis 
of maladies possible, by using pattern recognition as its base concept.  

• A hybrid machine learning model is proposed, which makes use of 
the ability of decision trees to bifurcate the data on the basis of certain 
features, followed by the application of machine learning algorithms 
on those resulting datasets.  

• The proposed model is created using Deep Learning and Support 
Vector Machine algorithms, on the data, pre-processed using decision 
tree algorithm.  

• The Wisconsin Breast Cancer dataset from the UCI machine learning 
repository  is used for this study.



EARLIER WORKS

• Dana Bazazeh et al. did a comparative study with three 
machine learning algorithms, namely, Support Vector 
Machine, Random Forest and Bayesian Network for the 
prediction of breast cancer.  

• U.K. Kumar et al. classified breast cancer as malignant or 
benign Naive Bayes, SVM and J48, a type of decision tree.  

• Dongdong Sun et al. devised a new machine learning 
algorithm called as DSVM, created by integrating Deep 
Learning (DL) and Support Vector Machine (SVM). The 
database used was obtained from broad GDAC firehose.



EARLIER WORKS (contd.)

• Puneet Yadav et al. used Decision Tree and Support Vector 
Machine for the classification of breast cancer, as 
malignant or benign. 

• Autsuo Higa classified breast cancer using Decision Tree 
and Artificial Neural Network (ANN). 

• A. Suresh et al. proposed a hybridized model using neural 
network and decision tree. The main objective was to deal 
with the misclassified values. Radial Basis Function 
Network and Decision Tree were used.



EARLIER WORKS (contd.)

• Ch. Shravya et al. classified breast cancer as malignant or 
benign, by using Logistic Regression, Support Vector 
Machine (SVM) and K-Nearest Neighbor. Dimensionality 
Reduction is applied to reduce the independent variables to 
a set of principal variables.



PROPOSED METHODOLOGY

Fig 1: Flowcharts depicting the proposed methodology using Deep Learning and Support Vector Machine.



PROPOSED METHODOLOGY (contd.)

• The proposed model uses a modified way of bootstrap 
aggregating, which involves randomly picking training 
examples unlike done in standard bootstrap aggregating. 

•  A Decision Tree is built by partitioning the data set at 
points where the majority number of two classes can be 
separated.  

• This bifurcation property of decision tree plays an 
indispensable role in the proposed model.



ALGORITHM FOR DATA DIVISION

• A dataset L consists of data  {(yn , xn), n = 1….N}, where the y's are class labels.  
• Using this dataset, a predictor φ(x,L) can be formed— if the input is x, we predict y by 
φ(x,L).  

• Using these extracted values the dataset is sliced at X[22]=106.1 and X[20]=16.795, for 
proposed model with SVM and Deep Learning respectively. This results in three 
datasets as follows:  

LB ϵ  { LK }                                                  (1)  
where, k= 0, 1, 2 

Now we get, 

= 70% of the dataset L and rest 30% is a test set 
= is formed by randomly removing the training examples with X[a0] > b0 
= is formed by randomly removing the training examples with X[a1] <= b1 

where ai = ith element of a = [22,20], and bi = ith element of  b = [106.1, 16.795] 
respectively. 



• The proposed model 
achieved 99.3% 
accuracy for both Deep 
Learning and Support 
Vector Machine. 

• The graph juxtaposes 
the accuracy values 
obtained by the 
algorithms used 
previously by the 
researchers, with the 
accuracy of the 
proposed model.  

.

RESULTS AND DISCUSSIONS



CONCLUSION, LIMITATIONS AND FUTURE WORKS

• A novel hybrid approach for the prognosis of breast cancer, by 
modifying the standard bootstrap aggregating is presented. 

•  The algorithm works by dividing the data before the application of 
the machine learning algorithms. Thus, obtaining better results in 
terms of accuracy than any other algorithm.  

• The results obtained prove that the proposed method performs better 
than all the standard bagging models.  

• The future expects to use the proposed model for the diagnosis of 
other types of cancers and other diseases as well. The work done can 
be used for the real-world of the medical field in clinical practices of 
the practitioners.
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